Cisco SvsTems

Advanced MPLS Design
and Implementation

An in-depth guide to understanding advanced MPLS
implementation, including packet-based VPNs, ATM-based
VPNs, traffic engineering, and quality of service

ciscopress com Vivek Alwayn, CCIE™



Copyright
About the Author
About the Technical Reviewers

Acknowledgments

Introduction
Who Should Read This Book
Scope and Definition
Command Conventions
Illustration Iconography

Introduction to MPLS
A New Forwarding Paradigm
What Is MPLS?

Summary

WAN Technologies and MPLS
Inside the Cloud
Layer 3 Routing
Label Switching
Integration of IP and ATM
Challenges Faced by Service Providers
Summary

MPLS Architecture
MPLS Operation
MPLS Node Architecture
MPLS Elements
Loop Survival, Detection, and Prevention in MPLS
Summary

Virtual Private Networks
Overview of VPNs
Connection-Oriented VPNs
Connectionless VPNs
Comparison of VPN Technologies
Advantages of MPLS VPNs
Summary

Packet-Based MPLS VPNs
MPLS VPN Operation
Verifying VPN Operation
Case Study of an MPLS VPN Design and Implementation
BGP Route Reflectors
Inter-Autonomous System MPLS VPNs
Carrier-over-Carrier MPLS VPNs
Internet Access over MPLS VPNs
MPLS Redundancy Using HSRP
Trace Route Enhancements
MPLS VPN Management Using the Cisco VPN Solutions Center
Summary

ATM-Based MPLS VPNs
Introduction to ATM-Based MPLS VPNs
MPLS and Tag Switching Terminology



Packet-Based MPLS over ATM
ATM-Based MPLS

Cell Interleaving

VC Merge

Label Virtual Circuits

Label Switch Controllers

Virtual Switch Interface

IP+ATM

Packet-Based MPLS over ATM VPNs
Case Study of a Packet-Based MPLS over ATM VPN
ATM-Based MPLS VPNs

Case Study of an ATM-Based MPLS VPN
Summary

MPLS Traffic Engineering
The Need for Traffic Engineering on the Internet
Unequal-Cost Load Balancing via Metric Manipulation
Advantages of MPLS Traffic Engineering
MPLS Traffic Engineering Elements
MPLS Traffic Engineering Configuration
Configuration Case Study of an MPLS Traffic-Engineered Network (IS-IS)
Configuration Case Study of an MPLS Traffic-Engineered Network (OSPF)
Summary

MPLS Quality of Service
Quality of Service
Integrated Services
IP Precedence
Differentiated Services
Modular QoS CLI
MPLS Implementation of DiffServ
MPLS VPN Support of QoS
MPLS QoS Implementation
Configuring QoS for MPLS VPNs
MPLS QoS Case Study
Summary

MPLS Design and Migration
MPLS VPN Design and Topologies
Migrating MPLS into an ATM Network
ATM MPLS Design Criteria
Designing MPLS Networks
Additional MPLS Design Considerations
Summary

Advanced MPLS Architectures
Optical Networking
Optical Transport Network Elements
Multiprotocol Lambda Switching
Optical UNI
Unified Control Plane
Summary

MPLS Command Reference
MPLS Equipment Design Specifications



MPLS Glossary
Glossary

References
Published References
Reference URLs

-H-T

scHdHnoozxreomMmmonNnw >



Book: Advanced MPLS Design and Implementation

Copyright
Copyright © 2002 Cisco Press
Published by:

Cisco Press

201 West 103rd Street
Indianapolis, IN 46290 USA

All rights reserved. No part of this book may be reproduced or transmitted in any form or by any means,
electronic or mechanical, including photocopying, recording, or by any information storage and retrieval
system, without written permission from the publisher, except for the inclusion of brief quotations in a
review.

Printed in the United States of Americal 234567890
First Printing September 2001

Library of Congress Cataloging-in-Publication Number: 2001086617

Warning and Disclaimer

This book is designed to provide information about MPLS. Every effort has been made to make this book as
complete and as accurate as possible, but no warranty or fitness is implied.

The information is provided on an "as is" basis. The author, Cisco Press, and Cisco Systems, Inc. shall have
neither liability nor responsibility to any person or entity with respect to any loss or damages arising from the
information contained in this book or from the use of the discs or programs that may accompany it.

The opinions expressed in this book belong to the author and are not necessarily those of Cisco Systems, Inc.

Trademark Acknowledgments

All terms mentioned in this book that are known to be trademarks or service marks have been appropriately
capitalized. Cisco Press or Cisco Systems, Inc. cannot attest to the accuracy of this information. Use of a term
in this book should not be regarded as affecting the validity of any trademark or service mark.

Feedback Information

At Cisco Press, our goal is to create in-depth technical books of the highest quality and value. Each book is
crafted with care and precision, undergoing rigorous development that involves the unique expertise of
members from the professional technical community.

Readers' feedback is a natural continuation of this process. If you have any comments regarding how we
could improve the quality of this book, or otherwise alter it to better suit your needs, you can contact us
through e-mail at feedback(@ciscopress.com. Please make sure to include the book title and ISBN in your
message.



We greatly appreciate your assistance.

Credits
Publisher
John Wait
Editor-in-Chief
John Kane
Cisco Systems Management
Michael Hakkert, Tom Geitner, William Warren
Managing Editor
Patrick Kanouse
Development Editor
Andrew Cupp
Project Editor
Marc Fowler
Copy Editor
Gayle Johnson
Technical Editors
Ibrahim Bac
Brian Beck
Matthew J. "Cat" Castelli
Mark Gallo
Brian Melzer
David Rosedale
Team Coordinator
Tammi Ross
Book Designer
Gina Rexrode

Cover Designer



Louisa Klucznik
Production Team
Octal Publishing, Inc.
Indexer
Tim Wright
Ginny Bess
Corporate Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000
800 553-NETS (6387)
Fax: 408 526-4100
European Headquarters
Cisco Systems Europe
11 Rue Camille Desmoulins
92782 Issy-les-Moulineaux
Cedex 9
France
http://www-europe.cisco.com
Tel: 33 1 58 04 60 00
Fax: 33158 04 61 00
Americas Headquarters
Cisco Systems, Inc.
170 West Tasman Drive

San Jose, CA 95134-1706



USA

http://www.cisco.com

Tel: 408 526-7660

Fax: 408 527-0883

Asia Pacific Headquarters

Cisco Systems Australia, Pty., Ltd

Level 17, 99 Walker Street

North Sydney

NSW 2059 Australia

http://www.cisco.com

Tel: +61 2 8448 7100

Fax: +61 2 9957 4350

Cisco Systems has more than 200 offices in the following countries.
Addresses, phone numbers, and fax numbers are listed on the
Cisco Web site at www.cisco.com/go/offices

Argentina ¢ Australia * Austria * Belgium ¢ Brazil « Bulgaria * Canada ¢ Chile * China * Colombia * Costa
Rica ¢ Croatia ¢ Czech Republic « Denmark ¢ Dubai, UAE e Finland ¢ France * Germany * Greece * Hong
Kong « Hungary ¢ India  Indonesia ¢ Ireland ¢ Israel ¢ Italy * Japan « Korea « Luxembourg ¢ Malaysia
Mexico ¢ The Netherlands « New Zealand « Norway ¢ Peru ¢ Philippines ¢ Poland ¢ Portugal * Puerto Rico
Romania ¢ Russia * Saudi Arabia * Scotland * Singapore ¢ Slovakia * Slovenia * South Africa ¢ Spain

Sweden ¢ Switzerland * Taiwan ¢ Thailand ¢ Turkey ¢ Ukraine * United Kingdom « United States * Venezuela
Vietnam ¢ Zimbabwe

Copyright © 2000, Cisco Systems, Inc. All rights reserved. Access Registrar, AccessPath, Are You Ready,
ATM Director, Browse with Me, CCDA, CCDE, CCDP, CCIE, CCNA, CCNP, CCSI, CD-PAC, Ciscolink,
the Cisco NetWorks logo, the Cisco Powered Network logo, Cisco Systems Networking Academy, Fast Step,
FireRunner, Follow Me Browsing, FormShare, GigaStack, IGX, Intelligence in the Optical Core, Internet
Quotient, IP/VC, iQ Breakthrough, iQ Expertise, iQ FastTrack, iQuick Study, iQ Readiness Scorecard, The
1Q Logo, Kernel Proxy, MGX, Natural Network Viewer, Network Registrar, the Networkers logo, Packet,
PIX, Point and Click Internetworking, Policy Builder, RateMUX, ReyMaster, ReyView, ScriptShare, Secure
Script, Shop with Me, SlideCast, SMARTnet, SVX, TrafficDirector, TransPath, VlanDirector, Voice LAN,
Wavelength Router, Workgroup Director, and Workgroup Stack are trademarks of Cisco Systems, Inc.;
Changing the Way We Work, Live, Play, and Learn, Empowering the Internet Generation, are service marks
of Cisco Systems, Inc.; and Aironet, ASIST, BPX, Catalyst, Cisco, the Cisco Certified Internetwork Expert
Logo, Cisco IOS, the Cisco IOS logo, Cisco Press, Cisco Systems, Cisco Systems Capital, the Cisco Systems
logo, Collision Free, Enterprise/Solver, EtherChannel, EtherSwitch, FastHub, FastLink, FastPAD, 10S,
IP/TV, IPX, LightStream, LightSwitch, MICA, NetRanger, Post-Routing, Pre-Routing, Registrar, StrataView
Plus, Stratm, SwitchProbe, TeleRouter, are registered trademarks of Cisco Systems, Inc. or its affiliates in the
U.S. and certain other countries.

All other brands, names, or trademarks mentioned in this document or Web site are the property of their
respective owners. The use of the word partner does not imply a partnership relationship between Cisco and
any other company. (0010R)



< Printed in the USA on recycled paper containing 10% postconsumer waste.

Dedications

This book is dedicated to my wife Sarita C. Alwayn for her continuous support, without which this book
would not have been possible. I thank you.

In memory of my father, Urban Alwayn, whose words of encouragement are still with me, and continue to be
my inspiration.

To my mother, Belinda Alwayn, whose support and prayers have made this endeavor possible.
I thank you all.

These fundamentals have got to be simple.

—Lord Ernest Rutherford, Circa 1908

[http://safari.oreilly.com/158705020X/copyrightpg]

Copyright © 2002 O'Reilly & Associates, Inc. All rights reserved.
1005 Gravenstein Highway North
Sebastopol, CA 95472



Book: Advanced MPLS Design and Implementation

Introduction

Ever since its inception and the introduction of commercial traffic in 1992, the Internet has grown rapidly
from a research network to a worldwide commercial data network. The Internet has become a convenient and
cost-effective medium for user collaboration, learning, electronic commerce, and entertainment. A common
consensus is that the Internet will metamorphose into a medium for the convergence of voice, video, and data
communications. The Internet has seen growth in terms of bandwidth, number of hosts, geographic size, and
traffic volume. At the same time, it is evolving from best-effort service toward an integrated or differentiated
services framework with quality of service (QoS) assurances, which are necessary for many new applications
such as Managed VPNs, Voice over IP, videoconferencing, and broadband multimedia services.

Service Provider backbone infrastructures are currently used to provide multiple services such as TDM leased
lines, ATM, Frame Relay, Voice, video, and Internet services. ATM backbones are extremely popular due to
their reliability and versatility in offering multiple service types. However, ATM does not integrate very well
with IP and there are massive scalability issues that need to be dealt with, when running IP over ATM.

The industry has been searching for an approach to combine the best features of IP and Asynchronous
Transfer Mode (ATM), for example, IP routing with the performance and throughput of ATM switching.
This has led to the recent development of Multiprotocol Label Switching (MPLS) which is a convergence of
various implementations of "IP switching" that use ATM-like Label Swapping to speed up IP packet
forwarding without changes to existing IP routing protocols. Various vendor implementation approaches to
IP switching led to the formation of the IETF's MPLS working group in 1997 to establish common
agreements on the base technology for label-switched IP routing. The major motivations behind MPLS are
higher scalability, faster packet forwarding performance, IP + ATM integration, Traffic Engineering, MPLS
Virtual Private Networks, fast rerouting, and hard Quality of Service.

The deployment of MPLS in service provider Internet backbones is possible since it is transparent to the end
user. This has had some profound consequences at the architectural level. It has changed the basic longest
match destination-based unicast-forwarding model, which has remained essentially unchanged since the
inception of the Internet. In turn, it also impacts the routing architecture, requiring that routing protocols
perform new and more complex routing tasks.

[http ://safari.oreilly.com/l58705020X/pref03]
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Chapter 1. Introduction to MPLS

This chapter covers the following topics:

e A New Forwarding Paradigm— This section discusses conventional technologies versus
Multiprotocol Label Switching (MPLS) techniques that are being implemented in carrier and service
provider networks. MPLS is the technology that is driving future IP networks, including the Internet.
MPLS gives the Internet a new forwarding paradigm that affects its traffic engineering and the
implementation of VPNs.

e What Is MPLS?— This section discusses MPLS as an improved method for forwarding packets
through a network using information contained in labels attached to IP packets. It also discusses the
evolution and the various benefits of MPLS, such as Layer 3 VPN, traffic engineering, quality of
service (QoS), and the integration of IP and ATM.

[http://safari.oreiIIy.com/l58705020X/ch0 1]
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A New Forwarding Paradigm

From a technology perspective, the Internet has impacted our lives more than anything in the last century.
Today, we see wireless handheld devices, Internet appliances, Voice over IP (VoIP) phones, webcast video,
PCs, hosts, and even mainframe traffic over the Internet. The sheer growth due to the emergence of the World
Wide Web has propelled IP to the forefront of data communications.

Carriers and service providers are in a constant state of backbone capacity expansion. More recently, with the
introduction of Dense Wavelength Division Multiplexing (DWDM) in the core, multiple wavelengths
injected into the fiber-optic cable have essentially multiplied the throughput using the existing fiber pair.
Such enormous bandwidth in the Internet core has led to a newer archetype of sharing public Internet
infrastructure with enterprise Virtual Private Networks (VPNs). This infrastructure can also be used to service
voice and ultimately replace parallel time-division multiplexing (TDM) voice networks.

Traditional enterprise Layer 2 VPNs were (and, in most cases, still are) partially meshed Frame Relay or
Asynchronous Transfer Mode (ATM) private virtual circuits.

Economics always plays a major role in the selection and implementation of next-generation networks.
Carriers and service providers that run an existing ATM backbone are not ready for a forklift upgrade of their
entire infrastructure in order to implement a new technology, no matter how promising it might seem. Many
service providers will continue to maintain ATM in their existing backbone networks for the foreseeable
future. Consequently, any implementation of a next-generation technology should leverage existing
equipment and technologies such as ATM and IP.

Over the past few years, various efforts and activities on Multiprotocol Label Switching (MPLS) have been
initiated, many of which have already impacted IP networks considerably. MPLS techniques are being
implemented in carrier and service provider networks. This has resulted in the reshaping of service provider
backbone architectures day by day. MPLS is the technology that is driving future IP networks, including the
Internet. MPLS provides for the Internet a new forwarding paradigm that affects its traffic engineering and
the implementation of VPNs.

Any technology that has the ability to influence the rearchitecture and reengineering of the Internet must be
thoroughly understood and appreciated.

[http ://safari.oreiIIy.com/158705020X/ch0llevlsecl]
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What Is MPLS?

MPLS is an improved method for forwarding packets through a network using information contained in
labels attached to IP packets. The labels are inserted between the Layer 3 header and the Layer 2 header in
the case of frame-based Layer 2 technologies, and they are contained in the virtual path identifier (VPI) and
virtual channel identifier (VCI) fields in the case of cell-based technologies such as ATM.

MPLS combines Layer 2 switching technologies with Layer 3 routing technologies. The primary objective of
MPLS is to create a flexible networking fabric that provides increased performance and stability. This
includes traffic engineering and VPN capabilities, which offer quality of service (QoS) with multiple classes
of service (CoS).

In an MPLS network (see Figure 1-1), incoming packets are assigned a label by an Edge Label-Switched
Router. Packets are forwarded along a Label-Switched Path (LSP) where each Label-Switched Router (LSR)
makes forwarding decisions based solely on the label's contents. At each hop, the LSR strips off the existing
label and applies a new label, which tells the next hop how to forward the packet. The label is stripped at the
egress Edge LSR, and the packet is forwarded to its destination.

Figure 1-1. MPLS Network Topology

NOTE

The term multiprotocol indicates that MPLS techniques are applicable to any network layer
protocol. However, in this book, I focus on the use of [Pv4 as the network layer protocol.

Evolution of MPLS

The initial goal of label-based switching was to bring the speed of Layer 2 switching to Layer 3. This initial
justification for technologies such as MPLS is no longer perceived as the main benefit, because newer Layer
3 switches using application-specific integrated circuit (ASIC)-based technology can perform route lookups
at sufficient speeds to support most interface types.

The widespread interest in label switching initiated the formation of the IETF MPLS working group in 1997.



MPLS has evolved from numerous prior technologies, including proprietary versions of label-switching
implementations such as Cisco's Tag Switching, IBM's Aggregate Route-Based IP Switching (ARIS),
Toshiba's Cell-Switched Router (CSR), Ipsilon's IP Switching, and Lucent's IP Navigator.

Tag Switching, invented by Cisco, was first shipped to users in March 1998. Since the inception of Tag
Switching, Cisco has been working within the IETF to develop and ratify the MPLS standard, which has
incorporated most of the features and benefits of Tag Switching. Cisco currently offers MPLS support in its
version 12.x releases of IOS.

Cisco supports MPLS on its carrier class line of BPX and MGX ATM switches as well as router-based
MPLS.

Benefits of MPLS

Label-based switching methods allow routers and MPLS-enabled ATM switches to make forwarding
decisions based on the contents of a simple label, rather than by performing a complex route lookup based on
destination IP address. This technique brings many benefits to IP-based networks:

e VPNs— Using MPLS, service providers can create Layer 3 VPNs across their backbone network for
multiple customers, using a common infrastructure, without the need for encryption or end-user
applications.

o Traffic engineering— Provides the ability to explicitly set single or multiple paths that the traftic will
take through the network. Also provides the ability to set performance characteristics for a class of
traffic. This feature optimizes bandwidth utilization of underutilized paths.

¢ Quality of service— Using MPLS quality of service (QoS), service providers can provide multiple
classes of service with hard QoS guarantees to their VPN customers.

e Integration of IP and ATM— Most carrier networks employ an overlay model in which ATM is
used at Layer 2 and IP is used at Layer 3. Such implementations have major scalability issues. Using
MPLS, carriers can migrate many of the functions of the ATM control plane to Layer 3, thereby
simplifying network provisioning, management, and network complexity. This technique provides
immense scalability and eliminates ATM's inherent cell tax (overhead) in carrying IP traffic.

Service providers and carriers have realized the advantages of MPLS as compared to conventional IP over
ATM overlay networks. Large enterprise networks currently using public ATM as a Layer 2 infrastructure for
IP will be among the first to benefit from this technology.

MPLS combines the performance and capabilities of Layer 2 (data link layer) switching with the proven
scalability of Layer 3 (network layer) routing. This allows service providers to meet the challenges of
explosive growth in network utilization while providing the opportunity to differentiate services without
sacrificing the existing network infrastructure. The MPLS architecture is flexible and can be employed in any
combination of Layer 2 technologies.

MPLS support is offered for all Layer 3 protocols, and scaling is possible well beyond that typically offered
in today's networks. MPLS efficiently enables the delivery of IP services over an ATM switched network.
MPLS supports the creation of different routes between a source and a destination on a purely router-based
Internet backbone. By incorporating MPLS into their network architecture, many service providers reduced
costs, increased revenue and productivity, provided differentiated services, and gained a competitive
advantage over carriers who don't offer MPLS services such as Layer 3 VPNSs or traffic engineering.

MPLS and the Internet Architecture

Ever since the deployment of ARPANET, the forerunner of the present-day Internet, the architecture of the
Internet has been constantly changing. It has evolved in response to advances in technology, growth, and
offerings of new services. The most recent change to the Internet architecture is the addition of MPLS.

It must be noted that the forwarding mechanism of the Internet, which is based on destination-based routing,



has not changed since the days of ARPANET. The major changes have been the migration to Border
Gateway Protocol Version 4 (BGP4) from Exterior Gateway Protocol (EGP), the implementation of classless
interdomain routing (CIDR), and the constant upgrade of bandwidth and termination equipment such as more
powerful routers.

MPLS has impacted both the forwarding mechanism of IP packets and path determination (the path the
packets should take while transiting the Internet). This has resulted in a fundamental rearchitecture of the
Internet.

MPLS can simplify the deployment of I[Pv6 because the forwarding algorithms used by MPLS for [Pv4 can
be applied to IPv6 with the use of routing protocols that support [Pv6 addresses.

MPLS is being deployed because it has an immediate and direct benefit to the Internet. The most immediate
benefit of MPLS with respect to an Internet service provider's backbone network is the ability to perform
traffic engineering. Traffic engineering allows the service provider to offload congested links and engineer
the load sharing over underutilized links. This results in a much higher degree of resource utilization that
translates into efficiency and cost savings.

Internet VPNs are currently implemented as IP Security (IPSec) tunnels over the public Internet. Such VPNs,
although they do work, have a very high overhead and are slow. MPLS VPNs over the Internet let service
providers offer customers Internet-based VPNs with bandwidth and service levels comparable to traditional
ATM and Frame Relay services.

Another disadvantage of GRE and IPSec tunnels is that they are not scalable. MPLS VPNs can be
implemented over private IP networks.

IP VPN services over MPLS backbone networks can be offered at a lower cost to customers than traditional
Frame Relay or ATM VPN services due to the lower cost of provisioning, operating, and maintaining MPLS
VPN services. MPLS traffic engineering can optimize the bandwidth usage of underutilized paths. This can
also result in cost savings that can be passed on to the customer. MPLS QoS gives the service provider the
ability to offer multiple classes of service to customers, which can be priced according to bandwidth and
other parameters.

This book reviews existing WAN technologies such as TDM, ATM, and Frame Relay and describes their
interaction with MPLS. It describes all the relevant details about MPLS and discusses practical applications
of MPLS in the design and implementation of MPLS VPN, traffic engineering, and QoS from an ATM
WAN-switched and router-based approach.

[http://safari.oreilly.com/158705020X/ch01levisec2]
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Summary

MPLS is the technology that is driving future IP networks, including the Internet. MPLS provides a new
forwarding paradigm for the Internet, which affects traffic engineering and the implementation of Virtual
Private Networks.

MPLS is an improved method for forwarding packets through a network using information contained in
labels attached to each IP packet, ATM cell, or Layer 2 frame.

Label-based switching methods allow routers and MPLS-enabled ATM switches to make forwarding
decisions based on the contents of a simple label, rather than by performing a complex route lookup based on
destination IP address.

MPLS allows carriers and service providers to offer customers services such as Layer 3 VPNs and traffic-
engineered networks across their backbone network, using a common infrastructure, without the need for
encryption or end-user applications.

MPLS has impacted both the forwarding mechanism of IP packets and pathdetermination. This has resulted
in a fundamental rearchitecture of the Internet.

[http://safari.oreiIIy.com/158705020X/ch01Ievlsec3]
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Chapter 2. WAN Technologies and MPLS

This chapter covers the following topics:

¢ Inside the Cloud— This section describes circuit, packet, and cell switching technologies. A
fundamental understanding of existing WAN switching technologies will enhance your understanding
of MPLS technology as applied to wide-area technology.

e Layer 3 Routing— This section describes the forwarding and control components of the routing
function and Forwarding Equivalence Classes (FECs).

o Label Switching— An introduction to label switching and MPLS is presented in this section. MPLS
is compared with conventional Layer 3 routing.

o Integration of IP and ATM— This section presents conventional methods of overlaying IP over
ATM. It also compares MPLS versus traditional methods of carrying IP over ATM.

e Challenges Faced by Service Providers— This section examines the service provider marketplace
and identifies ways by which service providers may differentiate themselves from their competition by
providing their customers with expanded service offerings such as VPN, traffic engineering, and QoS
over the WAN at a lower cost.

[http ://safari.oreiIIy.com/158705020X/ch02]
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Inside the Cloud

This section gives you an overview of carrier and service provider backbone network technologies. The
technologies discussed are time-division multiplexing (TDM), Frame Relay, and Asynchronous Transfer
Mode (ATM). It is important to understand the architecture of Layer 2 WAN switched networks, protocols,
and their interaction with Layer 3 protocols such as IP before delving into MPLS.

Circuit Switching and TDM

Time-division multiplexing combines data streams by assigning each stream a different time slot in a set.
TDM repeatedly transmits a fixed sequence of time slots over a single transmission channel. Within T-carrier
systems, such as T1/E1 and T3/E3, TDM combines pulse code modulated (PCM) streams created for each
conversation or data stream. TDM circuits such as T1/E1 or T3/E3 lines can be used for voice as well as data.

PCM is used to encode analog signals into digital format. Voice calls need 4 kHz of bandwidth. This 4-kHz
channel is sampled 8000 times per second. The amplitude of each sample is quantified into an 8-bit binary
number (one of 256 levels), resulting in a 64-kbps rate (8000 samples per second x 8 bits per sample). This
64-kbps channel is called a DS0, which forms the fundamental building block of the Digital Signal level (DS
level) hierarchy.

The signal is referred to as DS1, and the transmission channel (over a copper-based facility) is called a T1
circuit. Leased lines such as DS3/T3, DS1/T1, and subrate fractional T1 are TDM circuits. TDM circuits
typically use multiplexers such as channel service units/digital service units (CSUs/DSUs) or channel banks
at the customer premises equipment (CPE) side and use larger programmable multiplexers such as Digital
Access and Crossconnect System (DACS) and channel banks at the carrier end.

The TDM hierarchy used in North America is shown in Table 2-1.
NOTE

The DS2 and DS4 levels are not used commercially. The SONET OC levels have largely replaced
the DS levels above DS3.

Table 2-1. DS-Level Hierarchy

Digital Signal Level Number of 64-kbps Channels Equivalent |Bandwidth

DSO 1 1 x DSO 64 kbps

DS1 24 24 x DSO 1.544 Mbps

DS2 96 4 x DS1 6.312 Mbps

DS3 672 28 x DS1 44.736 Mbps
NOTE

Some TDM systems use 8 kbps for in-band signaling. This results in a net bandwidth of only 56
kbps per channel.

The E1/E3 TDM hierarchy used in Europe, Latin America, and Asia Pacific is shown in Table 2-1a.

Table 2-1a. DS-Level Hierarchy




Digital Signal Level Number of 64-kbps User Channels Equivalent |Bandwidth
E1 30 30 x DSO 2.048 Mbps
E3 480 480 x DSO |34 Mbps

An example of a circuit-switched network from a customer's perspective is shown in Figure 2-1. This
topology is also referred to as a point-to-point line or nailed circuit. Typically, such lines are leased from a
local exchange carrier (LEC) or interexchange carrier (IXC) and are also referred to as leased or private lines.
One leased line is required for each of the remote sites to connect to the headquarters at the central site.

Figure 2-1. Leased Lines from a Customer Perspective
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The private nature of the leased-line networks provides inherent privacy and control benefits. Leased lines are
dedicated, so there are no statistical availability issues, as there are in public packet-switched networks. This
is both a strength and a weakness. The strength is that the circuit is available on a permanent basis and does
not require that a connection be set up before traffic is passed. The weakness is that the bandwidth is being
paid for even if it is not being used, which is typically about 40 to 70 percent of the time. In addition to the
inefficient use of bandwidth, a major disadvantage of leased lines is their mileage-sensitive nature, which
makes it a very expensive alternative for networks spanning long distances or requiring extensive
connectivity between sites.

Leased lines also lack flexibility in terms of changes to the network when compared to alternatives such as
Frame Relay. For example, adding a new site to the network requires a new circuit to be provisioned end-to-
end for every site with which the new location must communicate. If there are a number of sites, the costs can
mount quickly. Leased lines are priced on a mileage basis by a carrier, which results in customers incurring
large monthly costs for long-haul leased circuits.

In comparison, public networks such as Frame Relay simply require an access line to the nearest central
office and the provisioning of virtual circuits (VCs) for each new site with which it needs to communicate. In
many cases, existing sites simply require the addition of a new virtual circuit definition for the new site.

From the carrier perspective, the circuit assigned to the customer (also known as the local loop) is
provisioned on the DACS or channel bank. The individual T1 circuits are multiplexed onto a T3 and trunked
over a terrestrial, microwave, or satellite link to the destination, where it is demultiplexed and fanned out into
individual T1 lines. In Figure 2-2, FT1 means Fractional T-1. Fractional T-1 or E-1 is provided in multiples
of 64 kbps and is representativc of a fraction of the T1/E1 or T3/E3 bandwidth.

Figure 2-2. Leased Lines from a Carrier Perspective
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DS Framing

Two kinds of framing techniques are used for DS-level transmissions:
e D4 or Super Frame (SF)
o Extended Super Frame (ESF)

The frame formats are shown in Figure 2-3 and Figure 2-4. D4 typically uses alternate mark inversion (AMI)
encoding, and ESF uses binary 8-zero substitution (B8ZS) encoding.

Figure 2-3. D4 Super Frame (SF) Format
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Figure 2-4. Extended Super Frame (ESF) Format
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As shown in Figure 2-3, the SF (D4) frame has 12 frames and uses the least-significant bit (LSB) in frames 6
and 12 for signaling (A, B bits). Each frame has 24 channels of 64 kbps.

MSE

As shown in Figure 2-4, the ESF frame has 24 frames and uses the least-significant bit (LSB) in frames 6, 12,
18, and 24 for signaling (A, B, C, D bits). Each frame has 24 channels of 64 kbps.

NOTE

The E1 carrier uses CRC4 (Cyclic Redundancy Check-4) or Non-CRC4 Framing options with
HDB3 (High-Density Bipolar-3) or AMI (Alternate Mark Inversion) encoding options.

Synchronous Optical Network (SONET)

The SONET hierarchy is the optical extension to the TDM hierarchy and uses the optical carrier (OC) levels.
SONET is an American National Standards Institute (ANSI) standard for North America, and Synchronous
Digital Hierarchy (SDH) is the standard for the rest of the world.

The basic signal is known as Synchronous Transport Signal level 1 (STS-1), which operates at 51.84 Mbps.
The SONET signal levels are shown in Table 2-2. SONET systems can aggregate the T-carrier TDM systems
using SONET add/drop multiplexers (ADMs). SONET systems implement collector rings, which provide the
network interface for all access applications (see Figure 2-5). The collector rings connect to backbone rings
using ADMs, which provide a bandwidth-management function. They also route, groom, and consolidate
traffic between the collectors and backbone networks.

Figure 2-5. SONET Topology—Logical View
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SONET systems offer network management, protection, and bandwidth management. They can be
implemented using various topologies, including ring, point-to-point, full mesh, and partial mesh. SONET
backbone networks are normally constructed using the ring topology.

Table 2-2. SONET Hierarchy

Signal Level T-Carrier Equivalent SDH Equivalent Bandwidth
0OC3 100 x T1 STM-1 155 Mbps
0C12 401 x T1 STM-4 622 Mbps
0C48 1606 x T1 STM-16 2.5 Gbps
0C192 6424 x T1 STM-64 10 Gbps
0OC768 25699 x T1 STM-256 40 Gbps

Packet and Cell Switching

Some of the most widely used technologies employed by enterprise networks are Frame Relay, X.25, SMDS,
and ATM. Frame Relay is a packet-switched technology. X.25, a much older protocol, also uses packet-
switching techniques and is similar to Frame Relay in many respects.

ATM and Switched Multimegabit Data Service (SMDS) are cell-switched technologies. Data link layer
switching technologies such as ATM and Frame Relay are connection-oriented technologies, meaning that
traffic is sent between two endpoints only after a connection (virtual circuit) has been established. Because
traffic between any two points in the network flows along a predetermined path, technologies such as ATM
make a network more predictable and manageable. Frame Relay and ATM circuits offer a higher level of
security because the endpoints are pre-determined and operate over a private underlying infrastructure. This
is the main reason that large networks often have an ATM backbone.

Frame Relay

Frame Relay is a protocol and standard derived from narrowband ISDN and developed by ANSI and the
International Telecommunication Union Telecommunication Standardization Sector (ITU-T), formerly the
Consultative Committee for International Telegraph and Telephone (CCITT).

The Frame Relay Forum (FRF) addresses various implementation issues, ensuring that multivendor networks
can operate. The Frame Relay protocol operates at the data link layer only and does not include any network
or higher-layer protocol functions. As a result, the protocol overhead is much less than with packet-switching
technologies such as X.25, which operates over Layers 2 and 3. The reduction of the protocol overhead is



dependent on the assumptions that the underlying physical layer is relatively error-free and that if errors do
occur, upper-layer protocols such as TCP on end-user devices will recover from such errors. As such, Frame
Relay does not provide any data integrity, nor does it provide any means of flow control. Frame Relay uses
an error-checking mechanism based on a 16-bit CRC polynomial. This polynomial provides error detection
for frames up to 4096 bytes in length.

Frame Relay was envisioned as an interim technology to bridge the transition from legacy X.25 and leased-
line TDM networks to ATM everywhere. The ATM everywhere concept meant running ATM as an end-to-
end protocol spanning desktop systems, LANs, and WANs. However, this was not the case. Frame Relay has
proven its reliability and cost effectiveness as a WAN technology for enterprise WAN backbones operating
below the DS3 rate.

In the case of Frame Relay, carriers provision permanent virtual circuits (PVCs) for customers. These circuits
are logical channels between the Frame Relay access device (FRAD) and are provisioned across the Frame
Relay network. A Frame Relay-capable router is an excellent example of a FRAD. Some carriers also
provision switched virtual circuits (SVCs), depending on their respective service offering. SVCs use E.164
addressing versus the data link connection identifier (DLCI) addressing found with PVCs.

Data-Link Connection Identifier (DLCI)

A data-link connection identifier (DLCI) identifies the Frame Relay PVC. Frames are routed through one or
more virtual circuits identified by DLCIs. Each DLCI has a permanently configured switching path to a
certain destination. Thus, by having a system with several DLCIs configured, you can communicate
simultaneously with several different sites. The User-Network Interface (UNI) provides the demarcation
between the FRAD and the Frame Relay network. The combination of the UNI and the DLCI specifies the
endpoint for a particular virtual circuit. The DLCI has local significance and the numbering is usually decided
by the user and assigned by the Frame Relay Service Provider. The customer assigned DLCI numbers are
usually in the range of 1 <= DLCI <= 1022.

Frame Relay PVCs are extremely popular. Most enterprise circuit migrations usually take place from leased
lines to Frame Relay PVCs. Other forms of Frame Relay virtual circuits provisioned by carriers include SVCs
and soft PVCs. Refer to Figure 2-6. The bandwidth of the local loop access line, which connects the FRAD to
the Frame Relay network, is also called port speed. Frame Relay services can be offered from subrate
fractional T1 up to port speeds of n x DS1. The carrier's choice of Frame Relay point of presence (PoP)
equipment usually influences the maximum port speed that can be offered to the customer. The Cisco MGX
8220 concentrator can support Frame Relay up to 16 Mbps using an HSSI-based port.

Figure 2-6. Frame Relay Virtual Circuits from a Customer Perspective
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Committed Information Rate (CIR)

Another parameter, called the Committed Information Rate (CIR), defines an agreement between the carrier
and the customer regarding the delivery of data on a particular VC. CIR is measured in bits per second. It
measures the average amount of data over a specific period of time, such as 1 second, that the network will
attempt to deliver with a normal priority. In the event of congestion, data bursts that exceed the CIR are
marked as Discard Eligible (DE) and are delivered at lower priority or possibly discarded.

For example, assume that a Frame Relay circuit with an access rate (port speed) of 256 k could have three
PVCs. The PVC carrying critical data could have a CIR of 128 k, and the remaining two PVCs, mostly used
for FTP and other noncritical functions, could have a CIR of 32 k each. The aggregate CIR on the line is 128
k + 32 k + 32 k (192 k), which is well within the access rate of the local loop.

If the CIR sum total exceeds the port speed access rate, it is known as oversubscription. Most carriers do not
provision a Frame Relay service with CIR or port oversubscription, because it would affect the Service-Level
Agreements (SLAs) with their customers. If a customer requests this type of provisioning, the carrier might
ask the customer to sign an SLA waiver.

Frame Relay Frame

The Frame Relay frame, shown in Figure 2-7, is defined by ANSI T1.618 and is derived from the High-Level
Data Link Control (HDLC) standard, ISO 7809.

Figure 2-7. Frame Relay Frame (ANSI T1.618 Format)
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The Frame Relay fields are as follows:
e Flag— One-octet fixed sequence containing 01111110 (binary) or 7E (hex).

e Address field— This field includes the address and control functions for the frame. The default length
is two octets, although longer fields of three or four octets are also defined.

- DLCI— The data-link connection identifier represents a single logical channel between the
FRAD and the network, through which data can pass.

- C/R— The command/response field is provided for the use of the higher-layer protocols and
is not examined by the Frame Relay protocol itself. This single bit may be used by FRADs for
signaling and/or control purposes.

- EA— The address field extension bits are used to extend the addressing structure beyond the
two-octet default to either three or four octets. EA=0 indicates that more address octets will
follow, and EA=1 indicates the last address octet.

- FECN— The forward explicit congestion notification bit is set by the network to indicate that
congestion has occurred in the same direction as the traffic flow.



- BECN— The backward explicit congestion notification bit is set by the network to indicate
that congestion has occurred in the direction opposite the flow of that traffic.

- DE— The discard eligibility bit indicates the relative importance of the frame. It also
indicates whether it is eligible for discarding, should network congestion indicate. This bit may
be set by either the FRAD or the Frame Relay network.

o Information field— This field contains the upper-layer protocol information and user data. This field
is passed transparently from source to destination and is not examined by any intermediate FRAD or
Frame Relay switch. The maximum negotiated length of the information field is 1600 bytes to
minimize segmentation and reassembly functions with LAN traffic.

e FCS— The frame check sequence implements a two-octet cyclic redundancy check (CRC) sequence
using the CRC-16 polynomial. The use of this polynomial provides error detection for frames with a
length of up to 4096 bytes.

Local Management Interface (LMI) Status Polling

The operational support protocol for the UNI is called the Local Management Interface (LMI). The LMI
standards in use are ANSI T1.617 Annex D, Q.933 Annex A, and the Cisco LMI. The LMI defines a polling
protocol between the FRAD and the Frame Relay switch. The FRAD periodically issues a STATUS
ENQUIRY message, and the Frame Relay switch should respond with a STATUS message. The polling
period is a negotiable parameter, with a default of 10 seconds. The LMI verifies link integrity, status of
PVCs, and error conditions, which may exist on the signaling link or may indicate internal network problems.
LMI types Annex-A and Annex-D use DLCI 0 for signaling. LMI type LMI (original) uses DLCI 1023.

NOTE

Cisco Routers used as Frame Relay access devices can auto-sense the LMI type used by the Frame
Relay service provider switches beginning with IOS version 11.2.

Congestion Control

Frame Relay networks have two methods of congestion control:
¢ Explicit congestion notification
o Implicit congestion notification

Explicit congestion notification uses the forward (FECN) and backward (BECN) bits that are included in the
T1.618 address field. The use of these bits is determined by the direction of traffic flow. The FECN bit is sent
to the next-hop Frame Relay switch in the direction of the data flow, and the BECN bit is sent in the opposite
direction of the data flow.

Implicit congestion notification relies on the upper-layer protocols in the FRADs or other terminal device,
such as a host, to control the amount of data that is entering the network. This function is generally
implemented by a transport layer flow control mechanism in both the transmitter and the receiver using
acknowledgments to control traffic. Processes within these devices monitor network conditions such as frame
loss. The implicit congestion notification process then controls the offered traffic, which in turn controls the
congestion.

ATM

Asynchronous Transfer Mode is derived from standards developed by the ITU-T that were based on BISDN
(Broadband ISDN) technology.

ATM is a connection-oriented service in which transmitted data is organized into fixed-length cells. Upper-
layer protocols and user data such as an IP packet are segmented into 48-byte protocol data units (PDUs).



These PDUs are prepended with a 5-byte ATM header, and the resulting 53-byte cells are input into an ATM
switch and multiplexed together. These cells then contend for vacant slots in the outgoing ATM cellstream.

Each ATM cell header contains a virtual path identifier (VPI) and a virtual channel identifier (VCI), which
together define the ATM virtual circuit the cell needs to follow on its path toward its destination. The arrival
rate, or delay, of one particular cell stream is not periodic. Therefore, the cell transfer is referred to as
Asynchronous Transfer Mode, in contrast to synchronous transfer, such as TDM transport, which uses fixed
time periods for frame transmission and reception.

ATM was envisioned as an end-to-end technology spanning LANs and WANs worldwide. The connection-
oriented virtual circuit technology made ATM suitable to multiservice WAN implementations, giving carrier
networks the ability to carry data, voice, and video. However, emulating a broadcast environment, as found
on most LANS, led to the development of complex LAN emulation protocols such as LANE (LAN
Emulation), which have enjoyed limited success, mainly as a collapsed backbone bridge for legacy LAN
segments. ATM on the LAN as a high-speed technology of sorts has been overtaken by Fast Ethernet and
Gigabit Ethernet. These protocols are simple and easy to implement on the local-area network. More
importantly, enterprise users are familiar with the Ethernet protocol and already have large installed bases of
Fast Ethernet.

I shall focus the discussion of ATM with respect to the WAN, where it has become the protocol of choice for
implementations up to OC-48 (2.5 Gbps).

In the case of ATM, carriers provision PVCs for customers (as they would in the case of Frame Relay). These
circuits are identified by virtual path identifier/virtual channel identifier (VPI/VCI) pairs. Similar to Frame
Relay DLCIs, other forms of ATM virtual circuits provisioned by carriers include SVCs and soft PVCs.

ATM is based on the Broadband ISDN protocol architecture model. This model varies from the OSI
reference model in that it uses three dimensions, as shown in Figure 2-8, instead of the two-dimensional
model used with OSI.

Figure 2-8. Mapping of the OSI Model to the ATM Model

ATM Reference Model

/ Managamant plana -
/"" .--l.- :
05| Reference Model _ Control Iﬂﬂ-l"ﬂff oo jlarn 5 // E
Application I g
T, 3
Preseniation Higher Higher -
layera layers !
Sasslon E | g
Transport | a I
: / ATM adaptation layer o i g
Nabtwaork J",-' ]I,-"'f
Data Link ATM layer /
Physloal Physical layer /

The ATM architecture uses a logical model to describe the functionality it supports. ATM functionality
corresponds to the physical layer and part of the data link layer of the OSI reference model.

The ATM Reference Model Planes

There are three ATM reference model planes, which are responsible for signaling, user data transfer, and
management:



e Control plane— This plane is responsible for generating and managing signaling requests. The
Control plane supports call control and connection control functions such as signaling. The signaling
establishes, supervises, and releases calls and connections.

e User plane— The User plane is responsible for managing the transfer of data. The User plane
provides for user-to-user information transfer, plus controls that are required for that information
transfer, such as flow control and error recovery.

e Management plane— This plane contains two components: layer management and plane
management.

NOTE

The Control, User, and Management planes span all layers of the ATM reference model.

Layer Management

Layer management manages layer-specific functions, such as the detection of failures and protocol problems.
It deals with the resources and parameters residing at each protocol layer. Operation, Administration, and
Maintenance (OAM) information flow, which is specific to a particular layer, is an example of a layer
management function.

Plane Management

Plane management manages and coordinates functions related to the complete system. It deals with the
management of the other planes and coordination between the planes.

ATM Layers

The ATM layers explain data flow to and from upper-layer protocols such as TCP/IP. These layers are as
follows:

o Physical layer— Analogous to the physical layer of the OSI reference model, the ATM physical layer
manages the medium-dependent transmission. The physical layer is responsible for sending and
receiving bits on the transmission medium, such as SONET, and for sending and receiving cells to and
from the ATM layer. ATM operates on various media from clear-channel T1 (1.544 Mbps) upward.

e ATM layer— Combined with the ATM adaptation layer (AAL), the ATM layer is roughly analogous
to the data link layer of the OSI reference model. The ATM layer is responsible for establishing
connections and passing cells through the ATM network. To do this, it uses information in the header
of each ATM cell. At the ATM layer, ATM cells are routed and switched to the appropriate circuit,
which connects with an end system and its specific application or process. The ATM layer adds a 5-
byte ATM header to the 48-byte PDU received from the AAL. This header contains virtual path
identifier (VPI) and virtual channel identifier (VCI) information.

e ATM adaptation layer (AAL)— Combined with the ATM layer, the AAL is roughly analogous to
the data link layer of the OSI model. The AAL is responsible for isolating higher-layer protocols from
the details of the ATM processes. Upper-layer protocols are segmented into 48-byte PDUs at the
AAL. The AAL is divided into the convergence sublayer and the segmentation and reassembly (SAR)
sublayer.

A brief description of the various ATM adaptation layers follows:

e AALI1— A connection-oriented service that is suitable for handling circuit-emulation services and
applications, such as voice and videoconferencing.

e AAL3/4— Supports both connection-oriented and connectionless data. It was designed for service



providers and is closely aligned with SMDS. AAL3/4 is used to transmit SMDS packets over an ATM
network.

e AALS5— The primary AAL for data. Supports both connection-oriented and connectionless data. It is
used to transfer most non-SMDS data, such as classical IP over ATM and LANE.

ATM Cell

An ATM cell is 53 octets in length, as shown in Figure 2-9. It consists of a five-octet header and a 48-octet
payload. Two formats for the header are defined: one at the UNI, and a second at the Network Node Interface
(NNI). The following two sections examine these formats separately.

Figure 2-9. ATM Cells at the UNI and NNI
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ATM Cells at the UNI
The ATM header at the UNI consists of six fields (see Figure 2-9):

e Generic flow control (GFC)— A 4-bit field that may be used to provide local functions, such as flow
control. This field has local (not end-to-end) significance and is overwritten by intermediate ATM
switches. The UNI 3.1 specification states that this field should be filled with all Os by the transmitting
host.

e Virtual path identifier (VPI)— An 8-bit field that identifies the virtual path across the interface.

o Virtual channel identifier (VCI)— A 16-bit field that identifies the virtual channel across the
interface. The UNI 3.1 specification defines some VPI/VCI values for specific functions, such as
meta-signaling, used to establish the signaling channel; point-to-point signaling; and OAM cells.
Examples of preassigned VPI/VCI values are shown in Table 2-3.

Table 2-3. Well-Known VPI/VCI Values

Function VPI VCI
Meta-signaling 0 1
Signaling 0 2
SMDS 0 15
ILMI 0 16




o Payload type (PT)— A 3-bit field that identifies the type of information contained in the payload.
The PT field has eight defined values, as shown in Table 2-4.

e Cell loss priority (CLP)— A single-bit field that is used by either the user or the network to indicate
the cell's explicit loss priority.

o Header error control (HEC)— An 8-bit field that is used to detect and/or correct bit errors that occur
in the header.

Table 2-4. Payload Type Values

PT Description

000 User data, no congestion, SDU type=0
001 User data, no congestion, SDU type=1
010 User data, congestion, SDU type=0
011 User data, congestion, SDU type=1
100 OAM segment data, F5 flow related
101 Reserved

110 Reserved

111 Reserved

ATM Cells at the NNI

The ATM header at the NNI is also five octets in length and is identical to the UNI format with the exception
of the first octet, as shown in Figure 2-9. The 4 bits used for the generic flow control (GFC) field have been
replaced by 4 additional bits for the VPI field. The NNI, which provides bundles of VCIs between switches,
defines an additional 4 bits for the VPI. In other words, the NNI has 12 bits for the VPI and 16 for the VCI,
whereas the UNI header has only 8 bits for the VPI and 16 bits for the VCI. This means that the NNI header
allows for 4096 Virtual Path (VP) values and 65,536 Virtual Channel (VC) values, whereas the UNI header
allows for 256 VP values and 65,536 VC values.

ATM Cell Generation

User information such as voice, data, and video traffic is passed from the upper layers to the convergence
sublayer (CS) portion of the ATM adaptation layer being used. At the CS, header and trailer information is
added and subsequently passed to the segmentation and reassembly (SAR) sublayer. The SAR sublayer is
responsible for generating the 48-octet payloads, which are then passed to the ATM layer. The ATM layer
adds the appropriate header (UNI or NNI), resulting in a 53-octet cell. That cell is then transmitted over the
physical medium, such as a SONET connection, to an intermediate or destination switch and is eventually
delivered to the end-user device or process.

ATM Interfaces and Signaling

A broadband ATM network may include a number of distinct interfaces. The UNI connects the ATM
network to customer premises equipment, such as an ATM switch or router. Two types of UNIs may be
present, public and private, as shown in Figure 2-10.

Figure 2-10. ATM UNI and NNI Interfaces
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A public UNI connects a private ATM switch to a public ATM service provider's network. A private UNI
connects ATM users to the ATM switch. The term frunk is used to indicate the ATM link between carrier
switches, and the term /ine is used to indicate the link between the customer equipment to the carrier's closest
point of presence (POP) ATM switch. UNI ATM headers are typically used between the CPE and the
carrier's ATM switch. However, ATM trunk lines may use either UNI or NNI ATM headers for operation.
NNI headers are used if an extremely large number of virtual circuits are provisioned by the carrier.

In some applications, the ATM protocol functions are divided between the data terminal equipment (DTE),
such as a router, and the hardware interface to the UNI, such as an ATM CSU/DSU. The ATM Data
Exchange Interface (DXI) defines the protocol operations between these two devices.

The term Network Node Interface (NNI) is used to describe several network interconnection scenarios, either
within a single carrier's network or between two distinct carrier networks. The ATM Forum's designation for
this is the Broadband Inter-Carrier Interface (BICI), which allows interconnection between public carriers
that provide ATM service.

When an end ATM device wants to establish a connection with another end ATM device, it sends a
signaling-request packet to its directly connected ATM switch. This request contains the ATM address of the
desired ATM endpoint, as well as any quality of service (QoS) parameters required for the connection. ATM
signaling protocols vary by the type of ATM link, which can be either UNI signals or NNI signals. UNI is
used between an ATM end system and an ATM switch across ATM UNI, and NNI is used across NNI links.

The ATM Forum UNI 3.1 specification is the current standard for ATM UNI signaling. The UNI 3.1
specification is based on the Q.2931 public network signaling protocol developed by the ITU-T. UNI
signaling requests are carried in a well-known default connection: VPI = 0, VCI = 5.

Virtual Connections

Each ATM cell, whether sent at the UNI or the NNI, contains information that identifies the virtual
connection to which it belongs. That identification has two parts: a virtual channel identifier and a virtual path
identifier. Both the VCI and VPI are used at the ATM layer. The virtual channels, with their VCIs, and the
virtual paths, with their VPIs, are contained within the physical transmission path, as shown in Figure 2-11.
Figure 2-12 shows ATM virtual circuits from a customer perspective. These virtual circuits could be ATM
PVCs or SVCs.

Figure 2-11. ATM Virtual Paths and Virtual Channels
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Figure 2-12. ATM Virtual Circuits from a Customer Perspective



The virtual channel is a unidirectional communication capability for the transport of ATM cells. To originate
or terminate a virtual channel link, a VCI is either assigned or removed. Virtual channel links are
concatenated to form a virtual channel connection (VCC), which is an end-to-end path at the ATM layer.

A virtual path is a group of virtual channel links, all of which have the same endpoint. To originate or
terminate a virtual path link, the VPI is either assigned or removed. Virtual path links are concatenated to
form a virtual path connection (VPC).

It is imperative to understand that each end-user service is addressed by two VCI/VPI pairs: one for the
transmit function and one for the receive function. VPI/VCI pairs are not end-to-end, but hop-by-hop. They
can and almost certainly will change at every switch the cell goes through.

ATM Management

One of the significant elements of the BISDN architecture is the management plane. The ATM Forum
developed the Interim Local Management Interface (ILMI) to address those management requirements. The
ILMI assumes that each ATM device that is supporting at least one UNI has a UNI Management Entity
(UME) associated with each UNI. Network management information is then communicated between UMEs,
as shown in Figure 2-13. The protocol chosen for the ILMI communication is the Simple Network
Management Protocol (SNMP), which is designated as SNMP/AAL. At the ATM layer, one VCC is
provisioned for this ILMI communication, with a default VPI/VCI = 0/16.

Figure 2-13. ATM Interim Local Management Interface (ILMI)
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The management information defined by the ILMI provides status and configuration information from the
UME regarding the UNI. This information is organized into a Management Information Base (MIB), which
contains several groups of managed objects. Examples include physical layer details, such as the transmission
media type (SONET, DS3, and so on) and ATM layer statistics, such as the number of ATM cells transmitted
or received.

NOTE

Further details on the ILMI are found in the ATM Forum's UNI 3.1 and 4.0 specifications. These
specifications are available at http://cell-relay.indiana.edu/cell-relay/docs/atmforum/ pdf.html or can
be sourced from www.atmforum.com.

ATM-to-Frame Relay Interworking

When an ATM network connects to another network, such as Frame Relay or SMDS, conversions between
the two network protocols are required. These conversions are performed by processes called interworking
functions (IWFs), which are defined in the ATM Forum's BICI specifications. ATM and Frame Relay
networks usually share the same switched infrastructure. This is accomplished via the ATM-to-Frame Relay
IWE. This is illustrated in Figure 2-14.

Figure 2-14. ATM-to-Frame Relay Interworking Function
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ATM Quality of Service (QoS)

Traffic management is the key feature of ATM that distinguishes it from current networking protocols and
makes it suitable for deployment in high-speed networks and for providing performance guarantees in an
integrated environment. ATM supports QoS guarantees composed of traffic contract, traffic shaping, and
traffic policing.

A traffic contract specifies an envelope that describes the intended data flow. This envelope specifies values
for peak bandwidth, average sustained bandwidth, and burst size, among others. When an ATM end system
connects to an ATM network, it enters a contract with the network, based on QoS parameters. Traffic shaping
is the use of queues to constrain data bursts, limit peak data rate, and smooth jitters so that traffic will fit
within the promised envelope. ATM devices are responsible for adhering to the contract by means of traffic
shaping.

ATM switches can use traffic policing to enforce the contract. The switch can measure the actual traffic flow
and compare it against the agreed-upon traffic envelope. If the switch finds that traffic is outside of the
agreed-upon parameters, it can set the cell loss priority (CLP) bit of the offending cells. Setting the CLP bit
makes the cell discard-eligible, which means that any switch handling the cell is allowed to drop the cell
during periods of congestion. Cell loss and cell delay are ATM QoS parameters; peak cell rate is one of its
traffic parameters. QoS and traffic parameters together determine the ATM service category.

The ATM Forum has defined four ATM layer service classes, each with scalable QoS levels:

e Class A: constant bit rate (CBR)— CBR traffic is characterized by a continuous stream of bits at a
steady rate, such as TDM traffic. Class A traffic is low-bandwidth traffic that is highly sensitive to
delay and intolerant of cell loss. Carriers use the CBR class of service to provide Circuit Emulation
Services (CESs) that emulate TDM like leased-line circuits.

o Class B: variable bit rate, real time (VBR-RT)— VBR-RT traffic has a bursty nature where end-to-
end delay is critical. It can be characterized by voice or video applications that use compression, such
as interactive videoconferencing.

e Class C: variable bit rate, non-real time (VBR-NRT)— VBR-NRT traffic has a bursty nature in
which delay is not so critical, such as video playback, training tapes, and video mail messages.

e Class D: available bit rate (ABR)— ABR traffic can be characterized as bursty LAN traffic and data
that is more tolerant of delays and cell loss. ABR is a best-effort service that is a managed service
based on minimum cell rate (MCR) and with low cell loss.



Class D: unspecified bit rate (UBR)— UBR is a best-effort service that does not specify bit rate or
traffic parameters and has no QoS guarantees. Originally devised as a way to make use of excess
bandwidth, UBR is subject to increased cell loss and the discard of whole packets.
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Layer 3 Routing

Network layer routing is based on the exchange of network reachability information. As a packet traverses
the network, each router extracts all the information relevant to forwarding from the Layer 3 header. This
information is then used as an index for a routing table lookup to determine the packet's next hop. This is
repeated at each router across the network. At each hop in the network, the optimal forwarding of a packet
must again be determined.

The information in IP packets, such as information on IP QoS, is usually not considered in order to get
maximum forwarding performance. Typically, only the destination address or prefix is considered. However,
IP QoS makes other fields, such as the ToS field, in an IPv4 header relevant; therefore, a complex header
analysis must be performed at each router the packet encounters on its way to the destination network.

The routing function can be considered two separate components:
e Forwarding component

e Control component

Forwarding Component

The forwarding component uses information held in the forwarding table and in the Layer 3 header. The
forwarding component uses a set of algorithms, which define the kind of information extracted from the
packet header and the procedure that the router will use to find an associated entry in the forwarding table.
The router then forwards the packet based on this information. Forwarding is as follows:

e Unicast forwarding— The router uses the destination address from the Layer 3 header and the
longest match algorithm on the destination address to find an associated entry in the forwarding table.

e Unicast forwarding with ToS (type of service)— The router uses the destination address and ToS
field value from the Layer 3 header and the longest match algorithm on the destination address as well
as an exact match on the ToS value to find an associated entry in the forwarding table.

e Multicast forwarding— The router uses the source and destination addresses from the Layer 3
header as well as the ingress interface the packet arrives on. The router then uses the longest match
algorithm on the source and destination addresses as well as an exact match on the ingress interface to
find an associated entry in the forwarding table.

Control Component

The control component is responsible for the construction and maintenance of the forwarding table. This is
implemented by dynamic routing protocols such as OSPF, EIGRP, IS-IS, BGP, and PIM, which exchange
routing information between routers as well as algorithms such as Dijkstra's algorithm or the diffusion
algorithm that a router uses to convert topology tables into forwarding tables.

Forwarding Equivalency Class

Forwarding Equivalency Class (FEC) is a set of Layer 3 packets that are forwarded in the same manner over
the same path with the same forwarding treatment. While assigning a packet to an FEC, the router might look
at the IP header and also some other information, such as the interface on which this packet arrived. FECs
might provide a coarse or fine forwarding granularity based on the amount of information considered for
setting the equivalence.



Here are some examples of FECs:
o A set of unicast packets whose Layer 3 destination addresses match a certain address prefix

e A set of unicast packets whose destination addresses match a particular IP address prefix with similar
type of service (ToS) bits

o A set of unicast packets whose destination addresses match a particular IP address prefix and have the
same destination TCP port number

o A set of multicast packets with the same source and destination Layer 3 addresses

o A set of multicast packets with similar source and destination Layer 3 addresses and the same
incoming interface

For example, as shown in Figure 2-15, 200.15.45.9 and 200.15.45.126 are in the same FEC with an address
prefix of 200.15.45.0/25 and TCP destination port 23.

Figure 2-15. Forwarding Equivalence Class (FEC)
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Label Switching

Label-switching devices assign short fixed-length labels to packets or cells. Switching entities perform table
lookups based on these simple labels to determine where data should be forwarded.

The label summarizes essential information about forwarding the packet or cell. This information includes the
destination, precedence, Virtual Private Network membership, QoS information, and the traffic-engineered
route for the packet.

With label switching, the complete analysis of the Layer 3 header is performed only once: at the ingress of
the label-switched network. At this location, the Layer 3 header is mapped into a fixed-length label.

At each label-switching entity or router across the network, only the label needs to be examined in the
incoming cell or packet in order to send the cell or packet on its way across the network.

At the egress or the other end of the network, an edge label-switching entity or router swaps the label out for
the appropriate Layer 3 header linked to that label. MPLS integrates the performance and traffic-management
capabilities of Layer 2 with the scalability and flexibility of network Layer 3 routing. This integration is
applicable to networks using any Layer 2 switching, but it has particular advantages when applied to ATM
networks. MPLS integrates IP routing with ATM switching to offer scalable [P-over-ATM networks. It lets
routers at the edge of a network apply simple labels to packets or cells. ATM switches or existing routers in
the network core can switch packets according to the labels with minimal lookup overhead.

Forwarding decisions based on some or all of these different sources of information can be made by means of
a single table lookup from a fixed-length label. For this reason, label switching makes it feasible for routers
and switches to make forwarding decisions based on multiple destination addresses.

Label switching integrates switching and routing functions, combining the reachability information provided
by the router function, plus the traffic engineering benefits achieved by the optimizing capabilities of
switches.

Conventional Layer 3 Routing Versus MPLS

As Layer 3 packets are forwarded from one router to the next, each router makes an independent forwarding
decision for that packet. Each router analyzes the destination Layer 3 address in the packet's header and runs
a network layer routing algorithm. Each router independently chooses a next hop for the packet based on its
analysis of the packet's header and the results of running the routing algorithm.

Forwarding decisions are the result of two functions:
o Classification of Layer 3 packets into FECs based on longest-match address prefixes
e Mapping of FECs to a next hop

All packets that belong to a particular FEC and that travel from a particular node follow the same path. If
multipath routing is in use, the packets all follow one of a set of paths associated with the FEC.

As the packet traverses the network, each hop in turn reexamines the packet and assigns it to an FEC.

In MPLS, the assignment of a particular packet to a particular FEC is done just once, as the packet enters the
network. The FEC to which the packet is assigned is encoded as a short fixed-length value known as a label.
When a packet is forwarded to its next hop, the label is sent along with it; that is, the packets are labeled
before they are forwarded. At subsequent hops, there is no further analysis of the packet's network layer



header. Rather, the label is used as an index into a table that specifies the next hop and a new label. The old
label is replaced with the new label, and the packet is forwarded to its next hop.

In the MPLS forwarding paradigm, as soon as a packet is assigned to an FEC, no further header analysis is
done by subsequent routers. All forwarding is driven by the labels. This has a number of advantages over
conventional network layer forwarding.

MPLS forwarding can be done by switches, which can perform a label lookup and replacement even if they
cannot analyze the Layer 3 headers or cannot analyze the Layer 3 headers at an adequate speed.

MPLS routers can assign packets arriving on different ports to different FECs. This forms the basis for
building MPLS Virtual Private Networks. Conventional forwarding, on the other hand, can consider only
information that travels with the packet in the Layer 3 header.

A packet that enters the network at a particular router can be labeled differently than the same packet entering
the network at a different router. As a result, forwarding decisions that depend on the ingress router can easily
be made. This cannot be done with conventional forwarding, because the identity of a packet's ingress router
does not travel with the packet.

Traffic engineering forces packets to follow particular routes in order to optimize and load-balance traffic
over underutilized links. In MPLS, a label can be used to represent the route so that the identity of the explicit
route need not be carried with the packet. In conventional forwarding, this requires the packet to carry an
encoding of its route along with it (source routing).

Conventional routers analyze a packet's network layer header not merely to choose the packet's next hop, but
also to determine a packet's precedence or class of service. They may then apply different discard thresholds
or scheduling disciplines to different packets.

MPLS allows for QoS in terms of precedence or class of service to be fully or partially inferred from the
label. In this case, the label represents the combination of an FEC and a precedence or class of service.

[http://safari.oreilly.com/158705020X/ch02lev1sec3]

Copyright © 2002 O'Reilly & Associates, Inc. All rights reserved.
1005 Gravenstein Highway North
Sebastopol, CA 95472



Book: Advanced MPLS Design and Implementation
Section: WAN Technologies and MPLS

Integration of IP and ATM

The early proponents and developers of ATM envisioned it to be a ubiquitous technology, spanning the
desktop, LAN, and WAN. Today, few people still cling to that vision. Instead, IP has proliferated with the
explosion of the Internet. The concept of "IP over anything" has taken precedence over the focus on forcing
ATM to behave like a legacy LAN protocol. ATM on the LAN, driven by LANE (LAN Emulation), classical
IP over ATM, and MPOA (multiprotocol over ATM), has seen limited growth and has been overtaken by
Fast Ethernet (100 Mbps) and Gigabit Ethernet (1000 Mbps).

However, ATM has seen massive growth in the WAN arena. QoS and class of service guarantees offered by
ATM have led to its widespread deployment in the carrier and service provider arena. QoS has given ATM
the multiservice capability to offer separate classes of service for voice, video, and data.

Frame Relay services are also offered over ATM backbones, utilizing the ATM-to-Frame Relay interworking
function (IWF). This has led to the extensive deployment of Frame Relay Virtual Private Networks.

The relationship between IP and ATM has been a source of great contention and debate. Both technologies
are widely deployed, and each has its strengths. The Internet Engineering Task Force (IETF) via the
internetworking over nonbroadcast multiaccess networks (ION) working group, and the ATM Forum via the
multiprotocol over ATM (MPOA) group, have provided standards for the integration of IP over ATM. The
work of these groups has focused mainly on how the capabilities of ATM and IP can be leveraged to provide
a solution, resulting in the proliferation of IP networks overlaid on an ATM infrastructure.

IP and ATM are two completely different technologies. ATM is connection-oriented and establishes circuits
(PVCs or SVCs) before sending any traffic over a predetermined path using fixed-length cells with a
predetermined QoS. ATM also has its own routing protocol in Private Network-to-Network Interface (PNNI).
PNNI is a hierarchical link-state protocol in which each node builds a complete topological view of the
network and determines the best path through the network based on this information and QoS parameters
inherent in ATM.

IP, on the other hand, is a connectionless technology. Its widespread acceptance is based on its ability to use
any Layer 2 and physical transport mechanism. At each node (router) in an IP network, a decision is made
about the next destination or hop for each packet arriving at that router.

IP uses Interior Gateway Protocols (IGPs) for routing decisions within private enterprise networks or within
an Internet service provider's autonomous system (AS). Open Shortest Path First (OSPF) and Intermediate
System-to-Intermediate System (IS-IS) are examples of commonly used IGPs. Both OSPF and IS-IS are
dynamic link-state protocols in which each router builds network topology tables and computes the shortest
path to every destination in the network, typically using a Dijkstra shortest-path algorithm. These
computations are placed in forwarding tables that are used to determine the next hop for a packet based on its
destination address. The result is a best-effort mechanism that has no concept of QoS or alternative paths
based on network constraints.

Routing between autonomous systems of different service providers is handled via an Exterior Gateway
Protocol (EGP), such as the Border Gateway Protocol, version 4 (BGP4). BGP4 is a path-vector protocol as
opposed to the link-state operation of IGPs. IP and its associated routing protocols typically run on top of
ATM or Frame Relay with little integration. ISPs, for example, build ATM or Frame Relay cores inside their
routed networks; these cores are used to build pipes between the routed edges.

IP routed networks are connected using permanent virtual circuits (PVCs) across an ATM or Frame Relay
cloud. This creates an overlay model that is neither scalable nor manageable (see Figure 2-16, Topology A),
primarily because all routers on the cloud become IP neighbors. This method also uses network resources
inefficiently, because the ATM Layer 2 switches are invisible to IP routing. This means, for example, that a
PVC using many ATM switch hops will be used by IP routing just as readily as a single-hop PVC, because
both PVCs from an IP perspective are each a single IP hop.



Figure 2-16. Overlay Model Versus Integrated Model
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The overlay model requires each router to have an adjacency with every other router in the network. Because
the adjacencies must be established via ATM virtual circuits, the network now requires a full mesh of VCs to
interconnect the routers. As the number of routers grows, the number of fully meshed virtual circuits required
grows at the rate of n (n—1) / 2, where n is the number of nodes. Anything less would mean that there would
be an extra router hop between some pair of routers. As shown in Figure 2-16, Topology A, there are eight
routers, which leads to 28 VCs that need to be provisioned. The result is an ATM network with a large
number of VCs that has a scalability problem. Over and above that, provisioning and deprovisioning of VCs
becomes an arduous task for network administrators.

Another problem with traditional networks results from routing protocols, such as OSPF, that do not perform
well on large, fully meshed clouds due to the link state update duplication and the large number of neighbor
state machines that have to be maintained. The route oscillation caused by circuit failures can exceed router
CPU use and cause an indeterministic route convergence behavior. In Figure 2-16, Topology A, router R2 has
seven adjacencies. The amount of routing information that is propagated in such a network during a topology

change due to a link or node state change can be as much as the order of n*, where n is the number of routers
in the core. As the value of » increases, the amount of routing traffic can overwhelm the core routers, leading
to indeterministic behavior.

NOTE

In order to alleviate the preceding issues, intermediate routers could be placed between edge routers



to eliminate the full mesh of VCs and reduce the number of adjacencies seen by the edge routers.
However, these routers would need adequate performance capabilities in order to handle the extra
traffic. The Next Hop Resolution Protocol (NHRP) could also be used to let routers establish VCs
over which they send data, without the need to establish a routing adjacency over the VC. However,
NHRP supports only unicast traffic and is not defined for multicast traffic types. Furthermore,
NHRP requires the deployment of NHRP servers and could potentially introduce routing loops in
the backbone network.

MPLS solves the overlay meshing problem by eliminating the notion of an ATM cloud. With MPLS, ATM
switches are made IP-aware, and the ATM links are treated as IP links. This way, each ATM switch can
become an IP routing peer, as illustrated in the integrated model shown in Figure 2-16, Topology B. Router
R2 forms only three adjacencies—with R3, R4, and LSR2.

The maximum number of adjacencies that any one router has is greatly reduced and no longer grows with the
size of the network. This introduces immense scalability in the core network.

In addition, this integration of the layers results in a distributed routing and switching model that takes
advantage of the capabilities offered in each layer. The router part is needed to make use of Layer 3 routing
algorithms such as OSPF, IS-IS, and BGP4 for exchanging reachability information and calculating paths.

The MPLS part is needed to translate that reachability information into label-switched elements that can be
understood by the switches. The switching part uses advanced hardware capabilities of the Layer 2 switches
to switch data at wire speed.

MPLS Versus Traditional IP over ATM

When integrated with ATM switches, label switching takes advantage of switch hardware optimized to take
advantage of the fixed length of ATM cells and to switch the cells at high speeds. For multiservice networks,
label switching allows the BPX/MGX switches to provide ATM, Frame Relay, and IP Internet service all on
a single platform in a highly scalable way. Support of all these services on a common platform provides
operational cost savings and simplifies provisioning for multiservice providers.

For carriers and ISPs using ATM switches at the core of their networks, label switching allows the Cisco
BPX 8600 series, MGX 8800 series, 8540 Multiservice Switch Router, and other Cisco ATM switches to
provide a more scalable and manageable networking solution than overlaying IP over an ATM network.
Label switching avoids the scalability problem of too many router peers and provides support for a
hierarchical structure within an ISP's network.

Integration

When applied to ATM, MPLS integrates [P and ATM functionality rather than overlaying IP on ATM. This
makes the ATM infrastructure visible to IP routing and removes the need for approximate mappings between
IP and ATM features. MPLS does not need ATM addressing and routing techniques such as PNNI, although
these can be used in parallel if required.

Higher Reliability

In wide-area networks with ATM infrastructures, MPLS is an easy solution for integrating routed protocols
with ATM. Traditional IP over ATM involves setting up a mesh of PVCs between routers around an ATM
cloud. However, there are a number of problems with this approach, all arising from the method by which the
PVC links between routers are overlaid on the ATM network. This makes the ATM network structure
invisible to the routers. A single ATM link failure could make several router-to-router links fail, creating
problems with large amounts of routing update traffic and subsequent processing.

Without extensive tuning of routing weights, all PVCs are seen by IP routing as single-hop paths with the
same cost. This might lead to inefficient routing in the ATM network.

Direct Class of Service Implementation



When used with ATM hardware, MPLS makes use of the ATM queuing and buffering capabilities to provide
different classes of service. This allows direct support of IP Precedence and CoS on ATM switches without
complex translations to the ATM Forum Service Classes.

Efficient Support of Multicast and RSVP

In contrast to MPLS, overlaying IP on ATM has other disadvantages, particularly in support of advanced IP
services such as I[P multicast and Resource Reservation Protocol (RSVP). Support of these services entails
much time and work in the standards bodies and implementation; the resulting mapping between IP features
and ATM features is often approximate.

VPN Scalability and Manageability

MPLS can make IP Virtual Private Network services highly scalable and very easy to manage. VPN services
are an important service for providing enterprises with private IP networks within their infrastructures. When
an ISP offers a VPN service, the carrier supports many individual VPNs on a single infrastructure. With an
MPLS backbone, VPN information can be processed only at the ingress and exit points, with MPLS labels
carrying packets across a shared backbone to their correct exit point. In addition to MPLS, the Multiprotocol
Border Gateway Protocol (MBGP) is used to deal with information about the VPNs. The combination of
MPLS and Multiprotocol BGP makes MPLS-based VPN services easier to manage, with straightforward
operations to manage VPN sites and VPN membership. It also makes MPLS-based VPN services extremely
scalable, with one network able to support hundreds of thousands of VPNs.

Reduced Load on Network Cores

VPN services demonstrate how MPLS supports a hierarchy of routing knowledge. Additionally, you can
isolate Internet routing tables from service provider network cores. Like VPN data, MPLS allows access to
the Internet routing table only at the ingress and exit points of a service provider network. With MPLS, transit
traffic entering at the edge of the provider's autonomous system can be given labels that are associated with
specific exit points. As a result, internal transit routers and switches need only process the connectivity with
the provider's edge routers, shielding the core devices from the overwhelming routing volume exchanged in
the Internet. This separation of interior routes from full Internet routes also provides better fault isolation,
security, and improved stability.

Traffic Engineering Capabilities

MPLS provides traffic engineering capabilities needed for the efficient use of network resources. Traffic
engineering allows you to shift the traffic load from overutilized portions to underutilized portions of the
network according to traffic destination, traffic type, traffic load, time of day, and so on.
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Challenges Faced by Service Providers

Deregulation of the telecommunications industry after the passage of the Telecom Act of 1996 has led to a
proliferation of alternative carriers and service providers, such as competitive local exchange carriers
(CLECs), who compete with each other and with the incumbent local exchange carriers (ILECs) and
interexchange carriers (IXCs).

Due to the extremely competitive nature of the local exchange carrier (LEC), ISP, and application service
provider (ASP) marketplace, service providers are seeking ways to differentiate themselves from their
competition by providing their customers with expanded service offerings at a lower cost.

Carriers and service providers also need to closely examine their network infrastructure costs and operational
costs. Providing a homogenous transport infrastructure is viewed as the most cost-efficient and flexible way
to address these issues.

Carriers and service providers are looking for ways to integrate their various offerings, such as managed
ATM services, managed Frame Relay services, managed IP services, or unmanaged versions of IP services,
as well as Internet, intranet, and extranet access over a single network infrastructure rather than parallel
networks.

Voice networks using SESS systems have been distinct from multiservice data networks. However, as Voice
over IP (VoIP) compression methods, signaling methods, QoS, Mean Opinion Score (MOS), and other
standards approach pulse code modulation (PCM) quality, or toll quality, with the implementation of in-band
SS7 capabilities, we shall see the migration of voice from traditional PCM/TDM circuits to VoIP over high-
speed backbone networks.

Enterprise customers are no longer content to deal with separate networks for voice, data, and
videoconferencing. They prefer a single hybrid circuit termination with a uniform access protocol, such as IP.
They also want guaranteed levels of service, as promised in the Service-Level Agreement (SLA) and
implemented by the service provider in the form of QoS utilizing multiple classes of service for voice, data,
and video.

Current IP networks do not meet the challenges faced by service providers today. The capabilities of MPLS
are designed to meet these challenges and provide a unified transport for large-scale, multiservice IP
networks.
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Summary

This chapter covered cloud technologies such as TDM, Frame Relay, and ATM. It presented the
fundamentals of Layer 3 routing and label switching and made extensive comparisons between MPLS and
Layer 3 routing.

Time-division multiplexing combines data streams by assigning each stream a different time slot in a set.
TDM repeatedly transmits a fixed sequence of time slots over a single transmission channel. Frame Relay,
X.25, and SMDS are packet-switched technologies, and ATM is a cell-switched technology.

The routing function can be considered two components—a forwarding component and a control component.
The forwarding component uses information held in the forwarding table and in the Layer 3 header to make a
forwarding decision, and the control component is responsible for the construction and maintenance of the
forwarding table.

Label-switching devices assign short fixed-length labels to packets or cells. Switching entities perform table
lookups based on these simple labels to determine where data should be forwarded. The label summarizes
essential information about forwarding the packet or cell. This information includes the destination,
precedence, Virtual Private Network membership, QoS information, and the traffic-engineered route for the
packet or cell.

Service providers are seeking ways to differentiate themselves from their competition by providing their
customers with expanded service offerings such as Virtual Private Networks and traffic-engineered IP
networks. This can be easily achieved by implementing MPLS technology.
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Chapter 3. MPLS Architecture

This chapter covers the following topics:

e« MPLS Operation— This section describes the operation of MPLS networks and discusses the
advantages of MPLS over conventional Layer 3 forwarding.

e MPLS Node Architecture— This section describes the architecture of MPLS nodes. These nodes
include MPLS-enabled routers and ATM switches. MPLS nodes consist of a control plane and a
forwarding plane.

e MPLS Elements— The various elements that constitute an MPLS network are described here. The
MPLS Label-Switched Router (LSR), Label-Switched Path (LSP) mechanisms, and the workings of
the Label Distribution Protocol (LDP) are explained in detail.

e Loop Survival, Detection, and Prevention in MPLS— This section covers the effect of routing
loops on MPLS and describes various loop survival, detection, and prevention methods used by
MPLS.
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MPLS Operation

MPLS networks use labels to forward packets. The ingress MPLS node assigns a packet to a particular
Forwarding Equivalence Class (FEC) just once, as the packet enters the network.

NOTE

Please refer to Chapter 2, "WAN Technologies and MPLS," for a full description of the Forwarding
Equivalence Class (FEC).

The FEC to which the packet is assigned is encoded as a short fixed-length value known as a label. The
packets are labeled before they are forwarded. At subsequent hops, there is no further analysis of the packet's
network layer header. The label is used as an index into a table, which specifies the next hop, and a new label.
The old label is replaced with the new label, and the packet is forwarded to its next hop.

In MPLS networks, labels drive all forwarding. This has a number of advantages over conventional network
layer forwarding:

e MPLS forwarding can be performed by switches, which can do label lookup and replacement but can't
analyze the network layer headers. ATM switches perform a similar function by switching cells based
on VPI/VCI values found in the ATM header. If the VPI/VCI values are replaced with label values,
ATM switches can forward cells based on label values. The ATM switches would need to be
controlled by an IP-based MPLS control element such as a Label Switch Controller (LSC). This forms
the basis of integrating IP with ATM using MPLS.

e A packet is assigned to a FEC when it enters the network. The ingress router may use any information
it has about the packet, such as ingress port or interface, even if that information cannot be obtained
from the network layer header. A packet that enters the network at a particular router can be labeled
differently than the same packet entering the network at a different router. As a result, forwarding
decisions that depend on the ingress router can be made easily. This cannot be done with conventional
forwarding, because the identity of a packet's ingress router does not travel with the packet. For
example, packets arriving on different interfaces connected to CPE routers might be assigned to
different FECs. The attached labels would represent the corresponding FECs. This functionality forms
the basis for the building of MPLS Virtual Private Networks.

o Traffic-engineered networks force packets to follow a particular path, such as an underutilized path.
This path is explicitly selected when or before the packet enters the network, rather than being selected
by the normal dynamic routing algorithm as the packet travels through the network. In MPLS, a label
can be used to represent the route, so the identity of the explicit route need not be carried with the
packet. This functionality forms the basis of MPLS traffic engineering.

o A packet's "class of service" may be determined by the ingress MPLS node. An ingress MPLS node
may then apply different discard thresholds or scheduling disciplines to police different packets.
Subsequent hops may enforce the service policy using a set of per-hop behaviors (PHBs). MPLS
allows (but does not require) the precedence or class of service to be fully or partially inferred from
the label. In this case, the label represents the combination of a FEC and a precedence or class of
service. This functionality forms the basis of MPLS Quality of Service (QoS).

[http ://safari.oreiIIy.com/l58705020X/ch03|ev15ec1]
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MPLS Node Architecture

MPLS nodes have two architectural planes: the MPLS forwarding plane and the MPLS control plane. MPLS
nodes can perform Layer 3 routing or Layer 2 switching in addition to switching labeled packets. Figure 3-1
shows the basic architecture of an MPLS node.

Figure 3-1. MPLS Node Architecture
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The MPLS forwarding plane is responsible for forwarding packets based on values contained in attached
labels. The forwarding plane uses a label forwarding information base (LFIB) maintained by the MPLS node
to forward labeled packets. The algorithm used by the label switching forwarding component uses
information contained in the LFIB as well as the information contained in the label value. Each MPLS node
maintains two tables relevant to MPLS forwarding: the label information base (LIB) and the LFIB. The LIB
contains all the labels assigned by the local MPLS node and the mappings of these labels to labels received
from its MPLS neighbors. The LFIB uses a subset of the labels contained in the LIB for actual packet
forwarding.

MPLS Label

A label is a 32-bit fixed-length identifier that is used to identify a FEC, usually of local significance. The
label, which is attached to a particular packet, represents the FEC to which that packet is assigned.

In the case of ATM, the label is placed in either the VCI or VPI field of the ATM header. However, if the
frame is a Frame Relay frame, the label occupies the DLCI field of the Frame Relay header.

Layer 2 technologies such as Ethernet, Token Ring, FDDI, and point-to-point links cannot utilize their Layer
2 address fields to carry labels. These technologies carry labels in shim headers. The shim label header is
inserted between the link layer and the network layer, as shown in Figure 3-2. The use of the shim label
header allows MPLS support over most Layer 2 technologies.



Figure 3-2. MPLS Label Formats
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Support for the shim header requires that the sending router have a way to indicate to the receiving router that
the frame contains a shim header. This is facilitated differently in various technologies. Ethernet uses
ethertype values 0x8847 and 0x8848 to indicate the presence of a shim header. Ethertype value 0x8847 is
used to indicate that a frame is carrying an MPLS unicast packet, and ethertype value 0x8848 is used to
indicate that a frame is carrying an MPLS multicast packet. Token Ring and FDDI also use the type values as
part of the SNAP header.

PPP uses a modified Network Control Program (NCP) known as MPLS control protocol (MPLSCP) and
marks all packets containing a shim header with 0x8281 in the PPP protocol field. Frame Relay uses the
SNAP Network Layer Protocol ID (NLPID) and SNAP header marked with type value 0x8847 in order to
indicate frames carrying shim headers. ATM forum PVCs use a SNAP header with ethertype values 0x8847
and 0x8848. Table 3-1 lists reserved label values.

Table 3-1. Reserved Label Values

Label|Description

0 IPv4 explicit null label. This label value is legal only at the bottom of the label stack. It
indicates that the label stack must be popped and the forwarding of the packet must then be
based on the IPv4 header.

1 Router alert label. This label is analogous to the use of the "router alert" option in IP
packets. This label value is legal anywhere in the label stack except at the bottom.
2 IPv6 explicit null label. This label value is legal only at the bottom of the label stack. It

indicates that the label stack must be popped and that the forwarding of the packet must
then be based on the IPv6 header.

3 Implicit null label. This is a label that an MPLS node may assign and distribute but that
never actually appears in the encapsulation. This is used for penultimate hop popping.

4-15 |Reserved for future use.

The MPLS label contains the following fields:

Label field (20 bits)— Carries the actual value of the MPLS label.

CoS field (3 bits)— Affects the queuing and discard algorithms applied to the packet as it is
transmitted through the network.

Stack field (1 bit)— Supports a hierarchical label stack.

TTL (time-to-live) field (8 bits)— Provides conventional IP TTL functionality.




NOTE

ATM MPLS nodes carry labels in the VCI or VPI/VCI field of the ATM header. The CoS, Stack,
and TTL fields are not supported. However, QoS and loop-detection features are still available and
can be implemented using ATM mechanisms.

Label Stack

The stack bit implements MPLS label stacking, wherein more than one label header can be attached to a
single IP packet. The stack bit is set to 1 in order to indicate the bottom of the stack. All other stack bits are
set to 0. In packet-based MPLS, the top of the stack appears right after the link layer header, and the bottom
of the label stack appears right before the network layer header. Packet forwarding is accomplished using the
label values of the label on the top of the stack. Unicast IP routing does not use stacked labels, but MPLS
VPN and traffic engineering utilize stacked labels for their operation.

TTL
The TTL field is similar to the time-to-live field carried in the IP header. The MPLS node only processes the

TTL field in the top entry of the label stack. The IP TTL field contains the value of the IPv4 TTL field or the
value of the IPv6 Hop Limit field—whichever is applicable.

NOTE

Refer to RFC 3032, "MPLS Label Stack Encoding," E. Rosen et al, January 2001, for further details
on the implementations of the various MPLS label fields.

NOTE

Ethernet supports a maximum transmission unit (MTU) frame size of 1518 bytes. Cisco supports a
two-level label stack of 64 bits or eight octets by increasing the Ethernet MTU to 1526 bytes.
However, the Layer 2 switches must also be configured to pass giant frames in this scenario.
Another option is to use Path MTU Discovery, as documented in RFC 1191.

Label Forwarding Information Base

The label forwarding information base (LFIB) maintained by an MPLS node consists of a sequence of
entries. As illustrated in Figure 3-3, each entry consists of an incoming label and one or more subentries. The
LFIB is indexed by the value contained in the incoming label.

Figure 3-3. Label Forwarding Information Base (LFIB)
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Label forwarding information base (LFIB) structure

Each subentry consists of an outgoing label, outgoing interface, and next-hop address. Subentries within an
individual entry may have the same or different outgoing labels. Multicast forwarding requires subentries
with multiple outgoing labels, where an incoming packet arriving at one interface needs to be sent out on
multiple outgoing interfaces. In addition to the outgoing label, outgoing interface, and next-hop information,
an entry in the forwarding table may include information related to resources the packet may use, such as an
outgoing queue that the packet should be placed on.

An MPLS node can maintain a single forwarding table, a forwarding table per each of its interfaces, or a
combination of both. In the case of multiple forwarding table instances, packet forwarding is handled by the
value of the incoming label as well as the ingress interface on which the packet arrives.

Label Forwarding Algorithm

Label switches use a forwarding algorithm based on label swapping. MPLS nodes that maintain a single
LFIB extract label values from the label field found in incoming packets and use the value as an index in the
LFIB. After an incoming label match is found, the MPLS node replaces the label in the packet with the
outgoing label from the subentry and sends the packet over the specified outgoing interface to the next hop
specified by the subentry. If the subentry specifies an outgoing queue, the MPLS node places the packet in
the specified queue.

If the MPLS node maintains multiple LFIBs for each of its interfaces, it uses the physical interface on which
the packet arrived to select a particular LFIB, which is used to forward the packet.

Conventional forwarding algorithms use multiple algorithms to forward unicast, multicast, and unicast
packets with ToS bits set. However, MPLS uses just one forwarding algorithm based on label swapping.

An MPLS node can obtain all the information it needs to forward a packet as well as determine resource
reservations needed by a packet using a single memory access. This high-speed lookup and forwarding ability
makes label switching a high-performance switching technology. MPLS can also be used to transport other
Layer 3 protocols such as IPv6, IPX, or AppleTalk apart from IPv4. This property makes MPLS attractive
with respect to the migration of networks from IPv4 to IPv6.

Control Plane



The MPLS control plane is responsible for populating and maintaining the LFIB. All MPLS nodes must run
an IP routing protocol to exchange IP routing information with all other MPLS nodes in the network. MPLS
enabled ATM nodes would use an external Label Switch Controller (LSC) such as a 7200 or 7500 router or
use a Built-in Route Processor Module (RPM) in order to participate in the IP routing process.

Link-state routing protocols such as OSPF and IS-IS are the protocols of choice, because they provide each
MPLS node with a view of the entire network. In conventional routers, the IP routing table is used to build
the Fast Switching cache or the Forwarding Information Base (FIB) used by Cisco Express Forwarding
(CEF). However, in MPLS, the IP routing table provides information on destination network and subnet
prefixes used for label binding.

Label-binding information can be distributed using the Label Distribution Protocol (LDP) or Cisco's
proprietary Tag Distribution Protocol (TDP) or by piggybacking the label-binding information on top of
modified routing protocols.

Link-state routing protocols such as OSPF flood routing information among a set of routers that are not
necessarily adjacent, whereas label-binding information is distributed only among adjacent routers. This
makes link-state routing protocols unsuitable for distributing label-binding information. However, extensions
to routing protocols such as PIM and BGP can be used to distribute label-binding information. This makes
the distribution of label-binding information consistent with the distribution of routing information and
avoids a rare condition wherein an MPLS node might receive label-binding information and not have proper
routing information. It also simplifies overall system operation because it obviates the need for a separate
protocol such as LDP to distribute label-binding information.

The labels exchanged with adjacent MPLS nodes are used to build the LFIB. MPLS uses a forwarding
paradigm based on label swapping that can be combined with a range of different control modules. Each
control module is responsible for assigning and distributing a set of labels, as well as for maintaining other
relevant control information. IGPs are used to define reachability, binding, and mapping between FEC and
next-hop addresses.

MPLS control modules include:
¢ Unicast routing module
e Multicast routing module
o Traffic engineering module
o Virtual Private Network (VPN) module
e Quality of service (QoS) module
Unicast Routing Module

The unicast routing module builds the FEC table using conventional Interior Gateway Protocols (IGPs) such
as OSPF, IS-IS, and so on. The IP routing table is used to exchange label bindings with adjacent MPLS nodes
for subnets contained in the IP routing table. The label-binding exchange is performed using LDP or Cisco's
proprietary TDP.

Multicast Routing Module

The multicast routing module builds the FEC table using a multicast routing protocol such as Protocol-
Independent Multicast (PIM). The multicast routing table is used to exchange label bindings with adjacent
MPLS nodes for subnets contained in the multicast routing table. The label-binding exchange is performed
using the PIM v2 protocol with MPLS extensions.

Traffic Engineering Module

The traffic-engineering module lets explicitly specified label-switched paths be set up through a network for



traffic engineering purposes. It uses MPLS tunnel definitions and extensions to IS-IS or the OSPF routing
protocol to build the FEC tables. The label-binding exchange is performed using the Resource Reservation
Protocol (RSVP) or Constraint-based Routing LDP (CR-LDP), which is a set of extensions to LDP that
enables constraint-based routing in an MPLS network.

Virtual Private Network (VPN) Module

The VPN module uses per-VPN routing tables for the FEC tables, which are built using routing protocols run
between the CPE routers and service provider edge MPLS nodes. The label-binding exchange for the VPN-
specific routing tables is performed using extended Multiprotocol BGP inside the service provider network.

Quality of Service (QoS) Module

The QoS module builds the FEC table using conventional Interior Gateway Protocols (IGPs) such as OSPF,
or ISIS, etc. The IP routing table is used to exchange label binding